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Abstract

• The complex and data-driven nature of artificial intelligence (AI) raises questions for the sufficient disclosure of patent 
applications in this field. What are the European patent disclosure requirements for AI inventions?

• One challenge is that, prior to training, AI systems can be considered generic models. But after training, they transform into 
specialized AI systems to solve a particular problem. This transformation requires training data, making it an integral part of 
the AI system’s definition. But to what extent is the disclosure of the training data or training process necessary for patent 
disclosure?

• The Boards of Appeal of the European Patent Office (EPO) first dealt with this challenge in case T 0161/18, which involved a 
medical AI invention to calculate cardiac output. It held that the specialized artificial neural network (ANN) in the patent could 
not be carried out by a person skilled in the art due to insufficient disclosure of input data suitable for the training of the ANN 
or at least one data set suitable for solving the technical problem. Furthermore, without specialization, the invention lacked an 
inventive step.

• But, is it always necessary to disclose the input data or at least one data set suitable for solving the technical problem? Are there 
alternative ways for applicants to satisfy the disclosure requirements for AI inventions? And what evidence is there that patent 
applicants are disclosing specific details of the AI/machine learning (ML) training or specific AI/ML model architecture?

• In this article, we analyse case T 0161/18 and subsequent sufficiency of disclosure decisions (T 1539/20; T 0606/21; T 1526/20; 
T 1191/19) and consider these foundational questions for applicants drafting patent applications with claims directed to AI 
inventions. We also analyse the EPO’s examination guidelines on sufficiency of disclosure for AI inventions, which were updated 
in early March 2024.

© The Author(s) 2024. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which 
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

I. Introduction
Given the complex and data-driven nature of artificial intelligence 
(AI) technologies, ensuring adequate disclosure is particularly 
challenging. Part of the difficulty stems from intrinsic features 
of AI systems, which can solve problems in many different fields 
(meaning the mere idea of using AI is often obvious) and require 
training data and training processes to achieve such applications 
(raising questions about the necessity of disclosing such data and 
processes). It is precisely the training data and training process 
that transform a generic AI model into a particular AI system to 
solve a specific problem (ie a specialized AI).

The EPO Boards of Appeal’s (BoA) decision in T 0161/18 (2020) 

addressed the sufficiency of disclosure for AI inventions, specifi-

cally AI inventions using artificial neural networks (ANNs). Several 

EPO Boards of Appeal cases have followed. Each deal with Arti-

cle 83 of the European Patent Convention (EPC), which states: ‘the 

European patent application shall disclose the invention in a man-

ner sufficiently clear and complete for it to be carried out by a 

person skilled in the art.’ For this to happen, the disclosure of the 

invention in the application must enable the person skilled in the 
art to reproduce the technical teaching in the claimed invention. 
A key question for AI-related inventions is therefore the following: 
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to what extent is disclosure of the training data or training process 
necessary for enablement?

Clear and complete disclosures are cornerstones in the quid pro 
quo of the patent system. The patent provides a 20-year exclusive 
right, creating artificial scarcity to incentivize R&D investment, 
in exchange for disclosing the invention to the public database. 
The theory of disclosure is that it increases social welfare by facil-
itating dissemination of information, competition at the end of 
the patent period and follow-on innovation for better substitutes 
or new products. However, if the disclosure requirements are too 
high, the incentive to disclose new inventions could be chilled.

As a business strategy, patentees may try to draft patents that 
minimize disclosure in order to file more quickly with the patent 
office and to obtain a degree of commercial advantage by keeping 
some information private. Furthermore, in the field of AI, it may be 
challenging to describe and explain the invention textually. This 
is due to some of the ‘black box’ characteristics of AI inventions 
and the fact that several parties are often involved in the ANN 
design, the training process and the data collection process.1 Yet, 
the requirement of clear and complete disclosures is as relevant 
for AI inventions as for inventions in other fields.

T 0161/18 illustrates the difficulties of meeting the disclosure 
requirement in the context of medical AI inventions. The deci-
sion underscores the increasing scrutiny of AI-related patents, 
which in turn reflects broader legal and regulatory concerns about 
patents for AI technologies.

In this article, we analyse the T 0161/18 decision and subse-
quent case law on the sufficiency of disclosure of AI inventions. 
We tease out the emerging issues, in particular the extent to 
which patent applicants must disclose input data suitable for 
training AI. We also compare the emerging case law with recent 
updates to the EPO’s Patent Examination Guidelines, suggesting 
several reforms.

II. Analysis of EPO’s case law
A. Case T 0161/18: input data suitable for 
training the neural network or a data set (12 May 
2020)
Case T 0161/18 concerned a European patent application that 
claimed an invention that uses machine learning (ML) involv-
ing an ANN to determine cardiac output from a peripherally 
measured arterial blood pressure curve (EPO patent application 
number 06804383.5).

In the final decision of T 0161/18 (Equivalent aortic pres-
sure/ARC Seibersdorf) of 12 May 2020 the BoA of the EPO con-
sidered a method for determining cardiac output (EP1955228). The 
application was directed to a method and a device (T 0161/18, 
paragraph V), namely:

Claim 1 ‘a method for determining the cardiac output from 

an arterial blood pressure curve measured at the periphery, in 

which the blood pressure curve measured at the periphery is 

mathematically transformed to the equivalent aortic pressure 

and the cardiac output is calculated from the equivalent aor-

tic pressure, characterized in that the transformation of the 

blood pressure curve measured at the periphery is converted 

into the equivalent aortic pressure with the help of an artificial 

neural network, the weighting values of which are determined 

by learning’ and

Claim 8 - a device that implemented this method.

1 N Price, ‘Big Data, Patents, and the Future of Medicine

’ (2017) 37 Cardozo Law Rev 1401.

The EPO’s Examining Division refused the application for lacking 
an inventive step under Article 56 EPC. The Examining Division 
relied on two prior art documents. The closest prior art disclosed 
the essential features of claim 1, except for the use of ANN for 
carrying out the calculation of cardiac output from a periph-
erally measured arterial blood pressure curve. The Examining 
Division observed that this distinguishing feature of the applica-
tion was a technical contribution since it provided an alternate 
automated method of calculation, which would increase precision 
and efficiency. However, this technical contribution was rendered 
obvious in light of a document that disclosed the use of neural 
networks for similar purposes. Importantly, the Examining Divi-
sion held that the application merely outlines an intention to use 
neural networks for this purpose and does not provide any tech-
nical teaching on the implementation of this technology (Exam-
ining Division’s decision to refuse (grounds), paragraph 8.3.2). The 
application was therefore refused. The applicant appealed.

One of the main grounds for appeal was that the technical 
effect achieved through the use of ANN was independent of the 
specific technical implementation of the ANN. It was argued that 
the latter was an issue of enablement under Article 83 EPC which 
the Examining Division had not raised or considered. In its pre-
liminary opinion, the BoA raised objections under both Articles 
83 and 56 EPC. Its final decision turned on the interpretation of 
sufficiency of disclosure for inventions utilizing ANN (Article 83 
EPC) and the implications of lack of sufficiency of disclosure for 
inventive step (Article 56 EPC). In this regard, the BoA held:

Since in the present case the claimed method differs from the 

prior art only by an artificial neural network, the training of 

which is not disclosed in detail, the use of the artificial neural 

network does not lead to a special technical effect that could 

give rise to inventive step (T 0161/18).

The BoA offered the following reason for deciding that disclosure 
was insufficient under Article 83 EPC:

[…] With regard to the training of the neural network accord-

ing to the invention, the present application only discloses that 

the input data should cover a wide range of patients of dif-

ferent ages, genders, constitution types, health conditions and 

the like, so that there is no specialization of the network (see 

page 5, last paragraph to page 6, first paragraph). However, the 

application does not disclose which input data is suitable for 

training the artificial neural network according to the inven-

tion, or at least one data set suitable for solving the technical 

problem at hand. The training of the artificial neural network 

cannot therefore be reworked by the person skilled in the art 

and the person skilled in the art can therefore not carry out the 

invention. The present invention, which is based on machine 

learning in particular in connection with an artificial neural 

network, is therefore not sufficiently disclosed, since the train-

ing according to the invention cannot be carried out due to a 

lack of corresponding disclosure. (T 0161/18)

A key issue for the BoA was that several types of information 
had not been disclosed. For instance, (i) the characteristics of the 
ANN such as type and architecture of the network were missing. 
And (ii) the application did not disclose specific input data suit-
able for training the ANN to achieve the invention (T 0161/18, 
paragraph 2.2). Instead, the application merely disclosed that 
input data should cover a ‘wide range of patients’, and mentioned 
general selection criteria for this purpose, such as age, genders, 
constitution types, health conditions, and the like.
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In the absence of the characteristics of the neural network and 
specific details of the input data (or at least one data set suit-
able for solving the technical problem), the BoA was of the view 
that there was no specialization disclosed. Furthermore, persons 
skilled in the art would not be able to train their own specializsed 
ANN based on the disclosures in the application and common 
general knowledge. They could not realize the claimed invention 
because it claimed ‘the weighting values of which are determined 
by learning’, which left too much burden on the skilled person.

Without specialization, the invention also lacked an inventive 
step. The complainant argued that the use of ANN had the techni-
cal effect of determining the cardiac output reliably and precisely. 
However, since neither the claims nor the description contained 
details regarding training of the ANN, the BoA remained uncon-
vinced on its technical effect. In its opinion, the mere reference to 
an ‘ANN the weighting values of which are determined by learn-
ing’ did not set the application apart from the prior art or from 
what experts already understood about how ANNs could be used. 
Therefore, the Board was of the view that the claimed neural 
network was not adapted to the specific claimed application and 
lacked inventive step (T 0161/18, paragraphs 3.5 and 3.6).

The decision showed the effect of a sufficiency-inventive step 
‘squeeze’ in the field of AI inventions. It also showed how this 
can translate into a requirement to disclose training data or the 
training process in more detail. The basis of the squeeze was 
that—having omitted the details of the training data from the 
patent application—the applicant faced the prospect that either 
the critical feature for establishing inventive step was not suffi-
ciently disclosed (ie ANN specialization) or else the patent was 
obvious because all that it taught was something the skilled per-
son could and would do with common general knowledge and 
prior art (ie contemplate applying ANN to automate cardiac out-
put). The net effect was that the patentee was ‘squeezed’ between 
the patent being insufficiently disclosed or lacking inventive step. 
The BoA made clear that the squeeze could have been avoided if 
the patent applicant had disclosed the missing information, such 
as the details of the specific input data suitable for training the 
ANN, or at least one data set suitable for solving the technical 
problem at hand.

A similar ‘squeeze’ will occur in other fact scenarios where 
the idea of applying AI (eg ML, deep learning or other types of 
AI learning) is close to being obvious. In those scenarios, dis-
closing a generic AI/ML/ANN may fall short. To an extent, the 
issue will depend on the specific claim language used in future 
cases. In T0161/18, the claim language was ‘with the help of an 
artificial neural network, the weighting values of which are deter-
mined by learning’ (emphasis added), and the BoA called for ‘input 
data … suitable for training the ANN … invention, or at least one 
data set suitable for solving the technical problem’ (ie to obtain 
the model weight values by learning). Nevertheless, T0161/18 
signals that characterizing the input data necessary for train-
ing the ANN could often be important for a valid patent. One 
data set for solving the technical problem to enable replica-
tion of the ‘specialized network’ might suffice, depending on the
circumstances.

1. Training data
This raises the question—where specialization of the AI is needed 
for inventive step, to what extent is disclosure of the training 
data or training process necessary for enablement? Does Article 
83 EPC call solely for the disclosure of training input data or the 
training process? Or are there alternative ways for applicants to 
satisfy the disclosure requirements in AI inventions? T 0161/18 

case was silent about alternative or complementary ways to sat-
isfy the disclosure requirement for AI inventions. But, in practice, 
other alternatives could also be considered. For instance, in our 
view, instead of the input data the applicant could have disclosed 
the ANN model weights (ie ‘the weighting values’) to implement 
an embodiment of the claimed invention. This would also have 
resulted in a ‘specialization of the network’ to solve the techni-
cal problem—as a trained ANN is specialised and fully defined by 
its model weights. Alternatively, the patent specification could 
have disclosed a particular AI architecture (eg details of the par-
ticular type of neural network, number of layers, user-specified 
parameters, code listings, etc) to solve the technical problem, as 
well as the details of the training process so that those with ordi-
nary skill in the art could carry out the training to replicate the 
claimed invention. Further, specialization of the network could 
also be achieved by disclosing the collection process of the train-
ing data set, trained weights, and in some cases validation data 
with examples.

While the BoA in this case was not exhaustive in detailing the 
various possible ways to satisfy the disclosure requirements for 
AI inventions, the decision makes it clear that the patent specifi-
cation must disclose sufficient details so that a skilled person can 
make the AI that is no longer generic but specialized to solve the 
particular technical problem.

More guidance on the types of information that can meet 
the disclosure requirement emerges from subsequent cases dis-
cussed below.

B. Case T 1191/19: learning process, training data 
sets and validation data (1 April 2022)
The patent application in T 1191/19 concerned a medical AI inven-
tion. The invention related to an AI-implemented method for 
personalized therapy selecting between different neuroplastic-
ity interventions for patients. To implement the method, the AI 
model had to be trained. This required a database of patients 
(classified based on a ‘meta learning scheme’) and patient out-
comes with different interventions.

The BoA held that the application did not disclose how the AI-
implemented method was applied to the problem (yet this was 
required to establish inventive step). Nor did it disclose train-
ing data or validation data that the AI-implemented method was 
trained on (this was required for sufficiency of disclosure).

On sufficiency, the BoA observed that details of the architecture 
of the ANN, its topology, activation functions, end conditions and 
learning mechanisms were not specified in the patent applica-
tion. The BoA observed that the application also failed to disclose 
the minimum number of patients needed to compile the training 
data. The BoA specifically noted that ‘[given] the level of abstrac-
tion of the application, the available disclosure is more like an 
invitation to a research programme’ (paragraph 4.1.). For these 
reasons, the patent application was refused for lack of sufficiency 
of disclosure (Article 83 EPC).

The BoA was also of the view that the patent application lacked 
inventive step. The BoA, referring to the case T 0161/18 stated that, 
‘the mere application of a known machine learning technique to 
problems in a particular field is a general trend in technology […] 
and cannot be inventive as such’. The BoA gave the applicant an 
opportunity to substantiate how the invention was specialized to 
solve the particular problem (ie predicting personalized interven-
tions for a patient in processes of which the substrate is neuronal 
plasticity). However, since there was no non-obvious detail in the 
patent application, the application was refused on the ground of 
lack of inventive step.
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Like the BoA’s decision in T 0161/18, this decision is also an 
example of the sufficiency-inventive step ‘squeeze’ in the field 
of AI inventions. The BoA’s findings on lack of disclosure also 
resulted in a finding of lack of inventive step. This was because 
the ML technique used in this application was generally known. 
Such a technique was also cited in prior art. Therefore, the idea 
of applying the ML technique to the problem at hand without 
information such as training data, architecture of the artificial 
neural network, its topology, activation functions, end condi-
tions and learning mechanisms rendered the invention obvious. 
The critical feature for inventive step was specialization of the 
AI-implemented method.

C. Case t 1539/20: model definition, architectural 
details and steps (24 November 2022)
The patent application at issue in T 1539/20 related to monitor-
ing the performance of an IT system with distributed network-
connected nodes. The invention was cited as useful to businesses 
needing to monitor real-time behaviour and performance of appli-
cations. The invention claimed to enhance higher-level monitor-
ing of application systems by understanding application perfor-
mance through data messages passed between nodes. Although 
not expressly stated in the patent, the main focus of the applica-
tion was on the process of correlating lower-level data messages 
between nodes to higher-level transactions/messages.

For this, the patent application disclosed steps of ‘mapping the 
application system onto a hierarchical model for the application 
system according to a network topology of the application sys-
tem’. Claim 1 defined the hierarchical model as having a plurality 
of levels with each level having a plurality of connected nodes, 
and each level of the model bearing some relationship to the 
application system.

The BoA found the patent application to be unclear since it did 
not disclose how the ‘hierarchical model’ relates to the ‘applica-
tion system’. Specifically, the application did not reveal how the 
number of levels, the nodes or groups of nodes of the application 
system relate to the hierarchical model and how the hierarchi-
cal model influences the messages. Therefore, they held that the 
meaning of ‘mapping the application system onto a hierarchical 
model for the application system according to a network topol-
ogy of the application system’ was unclear under Article 84 EPC 
(this article specifies that inventions should be clear and complete
for persons skilled in the art to carry it out).

The appellant argued that the term ‘mapping’ was clear to per-
sons skilled in the art and was a common term of art. However, the 
BoA held that as per Article 84 EPC, which requires patent applica-
tions to be sufficiently disclosed, claims are to be clear from their 
wording alone. Not only were the claims unclear but also insuffi-
ciently disclosed since the patent application did not disclose how 
a person skilled in the art could implement the mapping process 
in software. The BoA noted that the mapping process generally 
referred to applying a ‘general model’ to a given application sys-
tem to obtain an ‘applied system’. Since the application did not 
disclose the relevant details of the distributed application system, 
and there was no explanation of how and based on what kind of 
input the software implementing the method was to obtain infor-
mation about a given application system, the patent application 
was not enabling. In short, the patent application did not provide 
sufficient indication of how an automated mapping process could 
be implemented by a person skilled in the art.

Unlike the BoA’s decision in T 0161/18, the BoA did not decide 
on inventive step. The refusal of the patent application was based 
only on lack of clarity and insufficiency of disclosure. The BoA 
clarified that information regarding training data and process for 

training were essential to persons skilled in the art to reproduce 
the invention. As observed, ‘In the board’s view, implementing 
such a complicated automated process in software, essentially 
mimicking the cognitive process of a human systems engineer, is 
well outside the normal abilities of the skilled person’ (paragraph 
3.2.4), indicating that reproducibility by persons skilled in the art 
required additional information.

D. Case T 0606/21: input data, testing and 
evaluation (28 February 2023)
The patent application in T 0606/21 pertained to a computer-
implemented method for evaluating predictions of trajectories 
by autonomous driving vehicles. The method comprised generat-
ing a Deep Neural Network (DNN) model. The patent application 
disclosed the training process of the DNN model. This included 
defining process steps and inputs such as receiving certain data 
(pairs of trajectories of objects), analysing that data (extract-
ing predicted features of the object and analysing similarity of 
trajectories) and generating outputs/similarity scores.

While the training process, as well as characteristics of input 
data, were broadly disclosed, the Examining Division refused the 
application for insufficiency of disclosure. The Examining Division 
held that the input data for training the DNN model was incom-
plete, which affected the reliability of the output. More specifi-
cally, the disclosed input data only included predicted trajecto-
ries, not actual trajectories (which are important for evaluating 
predicted trajectories).

While the applicant argued that the application clearly dis-
closed the invention, the BoA did not share the applicant’s 
view. According to the BoA, the claimed invention consisted of 
two stages—one, generation and training of the DNN model by 
inputting pairs of trajectories in order to analyse the similarity of 
these trajectories and to improve the accuracy of this analysis. 
And second, testing and evaluation, in which a second predicted 
trajectory of the object was the input. The BoA held that there 
was a lack of disclosure in the second stage (ie testing and evalu-
ation of the DNN model). The technical details of this stage were 
explained by the BoA as follows:

This phase defines that a second predicted trajectory of the 

object is received, that features of points of the second pre-

dicted trajectory are extracted and that the trained DNN model 

is applied to the extracted features of the second predicted 

trajectory. According to claim 1, the trained DNN model then 

generates a second similarity score, the second similarity score 

indicating whether the second predicted trajectory is more 

likely to be close to an (unspecified) actual trajectory along 

which the object is likely to move in the near future. (paragraph 

2.3)

The BoA took issue with the fact that the patent application did 
not disclose how the unspecified actual trajectory was generated 
and inputted. The BoA therefore agreed with the Examining Divi-
sion that the application did not contain sufficiently clear and 
complete information that would enable persons skilled in the 
art to carry out the invention. Unlike the BoA’s decision in T 
0161/18, the BoA did not decide on inventive step in this case. The 
refusal of the patent application was based only on insufficiency 
of disclosure.

E. Case T 1526/20: validation and reliability (14 
March 2023)
The patent application in T 1526/20 concerned a computer-
implemented ‘liveness’ testing method for facial recognition. The 
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purpose of the invention was to use this method to detect imper-
sonations using pictures of faces. The method relied on detecting 
differences in uniformity between real, live (3D) faces and 2D pic-
tures of the person. The algorithm steps were disclosed. As per 
the process disclosed, uniformity was to be measured using a dif-
fusion filter and by measuring diffusion speeds and illumination 
changes. The features were converted into binary numbers, and 
if the number of non-zero pixels was low, the imaged object was 
considered a fake. The BoA noted that the application discussed 
two distinct scenarios related to: first, liveness detection; and sec-
ond, face recognition. In both scenarios, the first step was to apply 
image diffusion to the original image.

The Examining Division refused the application on the grounds 
that ‘the claimed techniques, “relying only on diffusion filtering” 
were not robust against illumination changes and led to “totally 
unreliable results”’. The Examining Division was of the view that 
consistent results could be obtained only if further steps, as dis-
closed in identified scientific publications, were specified in the 
patent application. A similar objection was raised for computa-
tion of diffusion speeds. Scientific publications were cited by the 
Examining Division that indicated gaps in the claimed method. 
Non-inclusion of material steps and evidence that the invention 
actually worked (eg validation or performance results) rendered 
the patent application insufficiently disclosed. Specifically, addi-
tional evidence was required to show which conditions for image 
acquisition (eg which filters and filter parameters) were suitable 
to solve the problem.

The applicant argued that although the invention might not 
work in some hand-picked cases, it worked for the majority 
of use cases. It also argued that a patent application should 
not be assessed on strict disclosure criteria applicable to scien-
tific publications. However, the BoA was not convinced. It held 
that additional evidence and steps were required to implement 
the invention; it was not sufficiently disclosed. While it did not 
expressly comment on the applicability of disclosure standards 
of scientific journals, it implied that such standards may be rele-
vant to help assess the sufficiency of disclosure. Unlike the BoA’s 
decision in T 0161/18, the BoA did not decide on inventive step. 
The refusal of the patent application was based only on insuffi-
ciency of disclosure and the inability of persons skilled in the art 
to implement the invention. The invention lacked reliability (or 
disclosure showing that the invention worked) and failed to teach 
persons skilled in the art the useful information required for its 
industrial applicability.

F. Reflections on the EPO case law
While a core AI invention advances the field of ML, an applied 
invention uses AI to solve specific problems in other techni-
cal areas. All of the cases considered above were for applied 
AI or computer-implemented inventions used to solve specific 
problems—determining cardiac output, automated IT systems 
performance monitoring, predictions for autonomous driving 
vehicles, liveness testing for facial recognition and personaliza-
tion for neuroplasticity interventions.

When it comes to disclosure requirements, applied AI inven-
tions can present some challenges given their ‘black box’ char-
acteristics. However, these cases help identify the standards for 
future applicants. Collectively, these decisions show that typically 
with applied AI patent applications there must be sufficient detail 
to enable the skilled person to reproduce a trained AI. The AI must 
not be generic but specialized to solve the particular technical prob-
lem. The mere application of AI/ML to a particular field, to solve 
a particular problem, is not the basis of a valid patent (T1191/19). 

This is due to the requirements of inventive step, industrial appli-
cation and sufficiency of disclosure. Patents must not be mere 
‘hunting licenses’ for future research endeavours or ‘armchair 
inventors’ (G2/21;T0258/21) obtaining monopolies for something 
they have not actually invented.2 They must not be directed to 
imaginary intentions or completely abstract conceptions of the AI 
invention. And, with this in mind, it is then also necessary to dis-
close sufficient detail for the skilled person to replicate the trained
AI.

To replicate a trained AI, these cases show that various infor-
mation could be disclosed to help the skilled person, and might 
actually be required. For example, (i) the structure and architec-
ture of the network (T 1191/19), (ii) the complete training process 
(T 0606/21), (iii) input data for training, (iv) at least one data set 
suitable for solving the technical problem (T 0161/18; T 1191/19) 
or (v) validation data or performance results (T1526/20). Showing 
that the invention worked in a majority of, but not all, cases may 
not be sufficient (T 1526/20); consistently reliable outputs may be 
required. Furthermore, standards of disclosure applicable to sci-
entific publications may apply to AI-related patent applications at 
least for disclosures related to the training process of the model. 
Relatedly, the completeness of training input data and informa-
tion about the training process will be examined with an eye to 
the reliability of output; as these criteria affect meaningful repro-
ducibility and whether the invention works to solve the technical 
problem (T 0606/21).

III Analysis of EPO’s patent examination 
guidelines—2024 update
The EPO’s examination guidelines (Guidelines) on sufficiency of 
disclosure were updated in early March 2024. They now state:

If the technical effect is dependent on particular characteris-

tics of the training data set used, those characteristics that are 

required to reproduce the technical effect must be disclosed 

unless the skilled person can determine them without undue 

burden using common general knowledge. However, in general, 

there is no need to disclose the specific training dataset itself. 

(Part G-II, paragraph 3.3.1.)

It is interesting to note that the EPO took close to 4 years to update 
its examination guidelines to reflect the standards established in 
T 0161/18 (May 2020). And yet, the Guidelines fail to capture the 
tone of the BoA’s reasoning in T 0161/18 and subsequent cases. 
Those decisions indicate that details of training data will often be 
required for applied AI inventions in order to avoid insufficient 
disclosure, otherwise the patent is likely to suffer from lack of 
inventive step, industrial application or sufficiency of disclosure.

The updated Guidelines still do not incorporate the guidance 
from other Article 83 cases and the corresponding information 
that if not disclosed could result in insufficiency of disclosure 
under Article 83 EPC (see Part II F). For example, (i) the structure 
and architecture of the network (T 1539/20), (ii) the details of train-
ing process (T 0606/21 and T 1526/20), (iii) input data for training, 
(iv) at least one data set suitable for solving the technical prob-
lem (T 0161/18; T 1191/19) or (v) validation data (T 1191/19). The 
trained AI model weights could also assist the skilled person.

2 P England, ‘Patents and Plausibility’ (2013) 9 JIPLP 22. See also; T Minssenand D Nils-

son, ‘The Industrial Application Requirement for Biotech Inventions in Light of Recent 

EPO and UK Case Law: A Plausible Approach or a Mere “Hunting Licence”?’ in J Rosén (ed) 

European Intellectual Property Law (Critical Concepts in Intellectual Property Law) (Edward 

Elgar Publishing 2016) 164–78.
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The Guidelines capture some of the additional nuance in the 
cases, but not all. For instance, the Guidelines make clear that 
showing that the invention worked in a majority of cases, but not 
all (ie not over the whole ranged claimed), may not be sufficient 
(T 1526/20).

[I]n the field of artificial intelligence if the mathematical meth-

ods and the training datasets are disclosed in insufficient detail 

to reproduce the technical effect over the whole range claimed. 

Such a lack of detail may result in a disclosure that is more like 

an invitation to a research programme.

On the other hand, the Guidelines do not mention that standards 
of disclosure applicable to scientific publications may apply to AI-
related patent applications, at least for disclosures related to the 
training process of the model (T 1526/20). Addressing this issue 
would improve the EPO Guidelines.

Another improvement would be for the Guidelines to include 
a set of examples, and for the EPO to audit a sample set of 
granted patents in this field.3 Certain fields of AI applications 
are maturing—image captioning models and object detection 
models—with metrics and benchmark data sets being estab-
lished.4 These would be useful for fine-tuning advice on disclosure 
requirements in the examination guidance.

A more substantial change (and improvement) would involve 
introducing an ‘AI disclosure checklist’ for patent examination.5 
The checklist could include a series of points, inter alia: (i) Does the 
patent specification include details of the AI architecture?; and (ii) 
Does the patent specification include details of the training pro-
cess and data, of at least one data set suitable for training the 
claimed AI? If the answer to any of the checklist questions is neg-
ative, the examiner would be deemed to have satisfied the initial 
burden of proof to issue an Article 83 EPC objection—the burden 
would then shift to the patent applicant to rebut the presumption 
of insufficient disclosure. The examination checklist would thus 
help reduce prosecution time by encouraging patent applicants 
to disclose information pro-actively as part of their initial patent 
application, enabling patent examiners to evaluate the applica-
tion more efficiently in their first office action with substantive 
examination and reducing the likelihood of an EPO objection. The 
patent applicant usually has the information suggested above for 
the checklist, and disclosure is unlikely to be strategically detri-
mental. This is because such disclosures can benefit patentees by 
raising the bar of patentability for potential competitors for sub-
sequent inventions, reducing the risk of invalidity challenges and 
establishing earlier priority dates for subsequent continuation 
applications.6

Evolving legal perspectives and technological advancements 
raise questions about the person skilled in the art’s use of AI assis-
tance and generative AI. The shift now allowed from person skilled 
in the art to ‘research or production team skilled in art’ could 
potentially even move on to ‘AI skilled in the art’. The significance 
of this for AI-related disclosures is that the person skilled in the art 
is taken to be the interpreter of information in the patent disclo-
sure, and the benchmark for deciding if the disclosures clearly and 
completely disclose the technical teachings required for persons 
skilled in the art to carry out the invention without burden. If the 
hypothetical person’s skill is pegged at the level of knowledge and 

3 Rebeca Ferrero Guillén and Altair Breckwoldt Jurado, ‘Vagueness in Artificial Intelli-

gence: The “Fuzzy Logic” of AI-Related Patent Claims’ (2023) 2 Digital Soc, 1–25.
4 ibid.
5 M Aboy and others, ‘The Sufficiency of Disclosure of Medical Artificial Intelligence 

(AI) Patents’ (2024) 42 Nat Biotechnol 839–45.
6 ibid.

processing power of an AI system, then lesser disclosures may be 
sufficient to enable the claims.7 But it is unlikely that wholly omit-
ting information about training data, AI architecture and the like 
would be acceptable for applied AI inventions in the near future.

For applicants in the process of disclosing their model weights 
or training data set, a remaining challenge is how to incorporate 
such disclosures in the patent document. This is not discussed 
in the EPO’s examination guidelines. A couple of solutions might 
be to introduce a deposit system along the lines of the Budapest 
Treaty for Deposit of Microorganisms or the systems employed by 
scientific journals.2

In the microorganism context, the EPO allows applicants to 
deposit biological material to supplement their European patent 
applications in certain cases. In line with the Budapest Treaty 
for Deposit of Microorganisms, inventions for biological mate-
rial that are not available to the public or cannot be described 
in a sufficiently enabling manner can be deposited with a rec-
ognized depository institution along with the patent application 
(Rule 31). The patent application then need only include details 
of the characteristics of the biological material. Further, the rules 
restrict onward disclosures and transfers. Material that has been 
deposited is available to only those requesters who make certain 
undertakings to the applicant regarding transmission and use of 
the material (Rule 33).

An analogous deposit mechanism could be considered in the 
AI context. Like the biological context where inner processes are 
not fully understood, model weights, example training data sets 
or other material could be deposited to satisfy teaching require-
ments for AI-related inventions.8,9 Such a scheme would enhance 
AI patent disclosures especially when textual explanations are 
difficult to provide in patent documents. Also, inspiration may 
be taken from the procedure in place for biological material for 
transmission and use by the public of the deposited data for ver-
ifying sufficiency of disclosure, experimentation or for follow-on 
research.

Reporting guidelines used in scientific publishing could also 
be considered to determine standards of disclosure.10 Scientific 
publication guidelines for AI-based medical devices may be espe-
cially useful for AI medical devices and other AI-enabled clinical 
support tools. Examples of these guidelines include the Consoli-
dated Standards of Reporting Trials–Artificial Intelligence or the 
Minimum Information about Clinical Artificial Intelligence Mod-
elling checklist.11 These guidelines set forth disclosure standards 
for training, selection, handling, optimization, algorithms, perfor-
mance, as well as hardware and software requirements of the 
AI’s operational environment. They also set out a tiered system 
to evaluate transparency—from ‘complete open sharing of all the 
software code and scripts’ (Tier 1) to ‘no sharing of the underly-
ing model or codebase’ (Tier 4). Depending on the context of use 
of the AI system, the sensitivity and risk involved, the EPO may 
consider borrowing from these guidelines to establish a calibrated 
disclosure standard.12

While scientific journals and a deposit system may be con-
sidered for overcoming practical challenges to improve AI disclo-
sures, the EPO may also consider incentivizing such disclosures 

7 Susan Y Tull and Paula E Miller, ‘Patenting Artificial intelligence: Issues of Obvious-

ness, Inventorship, and Patent Eligibility’ (2018) 1 RAIL 313.
8 Aboy and others (n 5).
9 Tabrez Y Ebrahim, ‘Artificial Intelligence Inventions & Patent Disclosure’ (2020) 125 

Penn State Law Rev 147.
10 Matthew Chun, ‘Artificial Intelligence for Drug Discovery: A New Frontier for Patent 

Law’ (2024) 104 J Pat & Trademark Off Soc’y 5.
11 ibid.
12 ibid.
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through process-related incentives such as prioritized examina-
tion and reduced maintenance fees.13

IV Empirical findings about the sufficiency 
of disclosure for AI inventions
The decisions in T0161/18 and T 1191/19 concerned medical AI 
patents. How many of these AI patents have been granted? Do 
they disclose the training data or other details? Are they vulnera-
ble to invalidation/revocation? These sorts of questions shed light 
on the trends in the AI field and the magnitude of insufficiency 
issues.

Two recent empirical IP studies analysed these questions. The 
first study undertook a comprehensive review of medical AI 
trends.14 It found a significant increase in the number of med-
ical AI patents awarded by the EPO and USPTO. The number of 
patents containing medical AI/ML claims—similar to those in the 
T 0161/18 case—has been increasing since 2013 with a compound 
annual growth rate of 33.48 per cent.

The second study found that fewer than 70 per cent of the 
granted medical AI patents disclosed specific details of the AI/ML 
training or specific AI/ML model architecture. Based on T 0161/18 
decision and subsequent decisions, a substantial number of these 
AI patents are likely to be insufficiently disclosed. The study also 
showed that, of the medical AI patents analysed, fewer than 30 per 
cent disclosed information needed to assess the performance of at 
least one embodiment of the claimed inventions. Less than 25 per 
cent of the disclosures included mathematical details, and fewer 
than 3 per cent included illustrative code listings.15

Although these empirical studies focussed on disclosures 
within medical AI patents, it is likely that similar trends exist with 
AI patent in other areas. Thus, there would appear to be a major 
issue with the validity of many granted AI patents, and patent 
drafting will need in future to change to avoid insufficiency.

VI. Conclusion
In light of these empirical results showing that there has been 
a marked increase in the number of AI patents, and that fewer 
than 70 per cent of a cohort of granted patents disclosed specific 
details of the AI/ML training or specific AI/ML model architecture, 
the BoA decisions in T 0161/18 and subsequent cases are highly

13 Ebrahim (n 9).
14 M Aboy, ‘Mapping the Patent Landscape of Medical Machine Learning’ (2023) 41 Nat 

Biotechnol 461–68.
15 Aboy and others (n 5).

significant. They emphasize that the mere idea of applying an AI 
system, a neural network, ML or deep learning to solve a techni-
cal problem may not meet inventive step requirements. Rather, 
the AI needs to be adapted to the specific claimed application 
and the patent application needs to disclose details regarding the 
specialization of the network.

While the decisions of the BoAs have not been exhaustive 
in detailing the various possible ways to satisfy the disclosure 
requirements for AI inventions, they have highlighted the impor-
tance of disclosing training details or at least one data set suitable 
for training the ANN according to the claimed invention. Other 
disclosures to support enablement include the AI architecture, the 
training process, model weights or validation data along with AI 
details.

The most recent revision of the EPO’s examination guidelines 
includes some of the points emerging from the cases discussed 
in this article, signifying their importance to patent practitioners 
and patent examiners. But some of the tone and nuances have 
been overlooked. To improve the Guidelines, the EPO could also 
consider including additional examples and potentially adopting 
a ‘AI disclosure checklist’ for patent examination, as described 
above.

Getting the balance right with patent disclosures is very impor-
tant for patent policy; not only domestically but also globally. 
Disclosures can help facilitate knowledge ‘spillovers’ for low 
and middle-income countries, enhance technological capabili-
ties across the sector and lessen the technology gap between the 
Global North and the Global South.

This article forecasts that a large number of granted AI patents 
may be invalid due to a squeeze between disclosure, on the one 
hand, and inventive step, industrial application, and sufficiency of 
disclosure, on the other. But it also describes how patent attorneys 
and Examination Guidelines can handle the issues better in the 
future.
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